
JOLRt'AL OF APPROXIMATIO" THEORY 62, 110 132 (1'}901

Approximation In Certain Intermediate Spaces

H. N. MHASKAR
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A theorem of Bojanic gives a precise estimate on the rate of convergence of the
Fourier series of a function of bounclend variation. While the method of
K-funetionals is not directly applicable to obtain similar estimates for functions in
classes intermediate to IJVL- I. I J and CL I. I ]. we obtain such an estimate in
the case of a general class of operators. Thc result is given in terms of an expression.
which for continuous functions, is cljuivalent to the K-funetional. As particular
cases. we study the expansions in eertalll (general) orthogonal polynomials,
Lagrange interpolation at the zeros of Igeneral) orthogonal polynomials, and
Hermlte-FeJi~r interpolation at the zeros of generalized .Jacobi polynomials. When
applicable. our result (essentially) includes the previously known results, while
many corollaries arc new. (- p)lm Acnk,'mic Pre'". Ilk

I. I "iTRODUCTIOS

In recent years. many results have been proved concerning the rate of
convergence of various approximation processes for functions of bounded
variation [I, 4 12. 16, 17]. A simple, yet typical result, which seems to
have motivated most of this research is the following theorem of Bojanic
[4 ].

THEORE'.1 I. I. fA'! I he a 2n-p('f'iodic jimerioll fuwing hounded l'Ilriatioll
on [- n, nJ and j(Jr integer n? I, s,,(/) denole the nth partial sum oj' the
(trigonometric) Fourier series off Then. jill' x E [ - n, n].

Irhere

I I I 3" ; l n~)I"U;X)-'7 lI(y+)+/(x-): ~- I v(g\. 0,1. .
~ n A I. 1\ /

g,(I) :=I(x + I) +I(x -t)-f(x+) --flY

11.1 )

and V( g" [0, .I' J) denotes Ihe tola! variatioll of g, Oil [0, y J .I' E [0, n J
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Theorem 1.1 is asymptotically unimprovable. What we find very interest
ing is also the fact that this theorem provides a link between the two most
classical convergence criteria for Fourier series; the Dirichlet-Jordan test
and the Dini test. Indeed, iff is a continuously differentiable funct1On, then

V(g,. [0, r])~2\" U'II,.

Thus. for 11 ~ 3, (1.1) becomes

6n 1/ 1 log 11
I\)/)-fll ~- L -f.:. IIFil, ~ 12--

Ilk_I' 11

( 1.2)

( 1.3)

In view of the equivalence between the modulus of continuity and a
K-functional, estimate (1.3) is equivalent to the Dini-Lipschitz test (cf.
[13]). This suggests that it would be interesting to examine the rate of
convergence of Fourier series for functions in interpolation spaces between
the class of continuous functions and the class of functions with bounded
variation. Unfortunately, this approach using the K-functional is not
applicable for an estimate of the form (1.1). For the classical Fourier series,
we used in [18] an explicit evaluation of the relevant K-functional due to
Bergh and Peetre [3] and the explicit form of the Dirichlet kernel to
obtain an estimate of this nature in terms of the K-functional.

In this paper, we investigate this problem for the aperiodic case, when we
do not have an explicit structure afforded by the Dirichlet kernel. We shall
consider approximation processes for bounded real valued functions f on
[ - I, I] which are of the form

-I

U,Jf; x) := I "'I/(x, t) f(t) dpl/(t),
• I

( 1.4)

where "'1/ is a kernel function satisfying certain technical conditions to be
described in the next section and J11/ is a positive Borel measure. Typically,
PI/ would be either absolutely continuous with respect to the Lebesgue
measure or a discrete measure. For a bounded function f and x,=: ( - I, I )
for which both f(x+) and f(x-) exist, we shall estimate UI/(I .Y)

(fl.Y + )+/(x -- ))/2. For continuous functions I this estimate will be in
terms of the K-functionals between the spaces C[a. hJ and HV[a, h] (the
class of functions having bounded variation on [a, hJ) where [a, hJ <;:

[ - I, I]. In particular, our estimate will be valid for a large class of
orthogonal polynomial expansions, as well as the Lagrange and
Hermite-Fejer interpolation processes at certain generalised Jacobi nodes.
For functions having bounded variation on [-I, I], our estimate
(essentially) includes the corresponding previously known results in [5, 6].
For functions in intermediate classes such as the Wiener classes VI' or the
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Waterman classes : II
Y

: - B V, our estimates are new. to the best of our
knowledge.

Although we cannot apply the K-functional directly with an estimate of
the form (1.1 ), we will, nevertheless, use similar ideas. Thus, our proof will
consist of estimating VIIU - g, x) and C'II( g, x) for a judiciously chosen
function g having bounded variation on [-- I. 1]. The particular form of
the estimates, together with the explicit expression of the proper
K-functional given by Bergh and Peetre [3] will then help us to arrive at
the final result.

In Section 2, we introduce most of the necessary notations and defini
tions. The main theorem and the applications are described in Section 3.
The main theorem itself is proved in Section 4. while in Section 5, we
prove that the various operators belong to the class for which the main
theorem is stated. In the process. we shall obtain certain technical estima
tions and complete the proofs of the remaining theorems.

2. PRELIMINARIES

Throughout the rest of this paper, we adopt the following conventions
concerning constants, All constants will be independent of the variables not
explicitly listed. The constants denoted by small case letters can have
different values at different occurences of the same letter, even within a
single formula. The constants denoted by capital letters will retain their
values.

The following definition describes thc various properties of the
approximating operators which we wish to study.

DEFINITION 2.1. Let n? I be a positive integer. An operator VII' acting
on bounded. real valued, measurable functions/on [ -I, I] will be said to
be of type B if it can be expressed in the form

·1

U,,(j; x) = I ,,",,(x, t) f( t) dfl,,(I),
, I

(2.1 )

where fl" is a positive, unit, Borel measure on [- I. I]. h,,: [ - 1, 1] x

[- 1, I] -> R is continuous in x, li,,-integrable in f and, in addition.
satisfies each of the following conditions.

(PI)

\E[-1.1].



(P2)
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x, IE [ ~ I, I]. (2.2)

(P3) There exists a partition

-I =: r" + I." < y"." < ... < YI." < r o." := 1

such that

(P4) We have

(2.3 )

.1

I M,,(u) dll,,(U):( C(X)(I- x),
"x

."'.\

, M,,(u)dp,,(u):(C(x)(X-I).
"I

-1<X<I:(1

-1:(l<X<I.

(2Aa)

(2Ab)

(PS) Suppose that x E (.1'1+ I. '" l'1"J c; [.1'" 2.'" h,J. Then

!I
rl I A,,(x)

K,,(X, u) dp)u):( I'
" \ n IX-1

1

·\ I A (\)I K,J\,u)dll)u):( ". ,
'I nix-II

-1:( 1:( .1'1+2."

.1'11.,,:(1:(1.

(2.Sa)

(2.Sb)

We pause here to describe three examples of operators of type B. We say
that II': [ - 1, 1J --+ [0,"£ ) is a weight function if

.\I !11"w(l)d1<X,. \
n = 0, 1. ." (2.61"

With a weight function If we can construct a unique system of orthogonal
polynomials [14J

where

p"(W,X)=:P,,(X)=:}',, TI (X-Xk,,)'
k \

n=O, 1, ... , (2.7a)

}'">O,-I<x",,<,,,<x],,<I, /1=0,1, ...

. \

I p,,(x) p",(x) Ir(x) dx = 5,,"1' n. III = 0. L ....
• I

(2.7b)

(2.7c)
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If f is a bounded, real valued, measurable function on [- I. IJ, then we
can define the following three approximating processes for f: the partial
sums .1'1/(/) of the orthogonal expansion of j; the Lagrange interpolation
polynomials LI/(f) and the Hermite-Fejer interpolation polynomials H,Jj)
at {xkl/}' More explicitly, we set

-I

ak(/) := ad II', f) := I f( t) pd t) 11'(1) df.
, 1

1/ I

k = O. 1. ... (2.8a)

S,J/;X):=.II/(II',/X):= I aJj)Pk(X),
k-O

11=1,2, .... XER. (2.8b)

The polynomial L,Jj) is the unique polynomial of degree at most 11

such that

LI/(l Xkl/) = f(Xkl/)' k = 1. ... , 11, 11 = 1. 2, .... (2.9 )

The polynomial HI/(/) is the unique polynomial of degree at most 211 - 1
such that

k = I, ... , 11, 11 = 1. 2,.... (2.10)

Under suitable conditions on 11, which will be described in Section S, each
of the operators .1'1/' LI/' HI/ will be of type B. In particular. these conditions
are satisfied when \I'(x)= (I -xf (I +dl,y, !J?- -~ (in the case of HI/'
even when y, !J> -1 ).

We now turn our attention to the description of the K-functional which
we will be (indirectly) using. Let B[a, h] denote the class of all bounded,
real valued, measurable functions on [a, h]. When f E B[ a, h]. we write

1!I11 1010 I = sup ~ If(x)1 : x E [a. h] : (2.11a)

V(f; [a,h]):=SUP { f If(rd-f(lk I)i:fo:=a<f l < .. · <fl/:=h(
k - I f

(2.11 b)

The class BV[a, h] then consists of all f: [a, h] -> R for which
V(I [a, h]) <Xc. The K-functional between B[a, h] and BV[a, h] can
then be defined by

K(fc), [a,h]l:=inf{llf-hI11ahl+c)V(h, [a.h])],

where the inf is over all hE B V[ a, h].

() > 0, fE B[a, h].

(2.12 )
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If 1 is a subinterval of [ ~ I, I J and I: [~ I, I J ---> R, we set

osc(t: n := sup [ IIU) ~ I( 1f)1 : I, If E1].

For [a, hJ s; [ - 1, I J and 6> 0, we put

Qrj; (), [a, h J) := sup 6 I oscU 1),
Ie 7

115

(2.13 )

(2.14)

where the sup is over all the families .f of subintervals of [a, hJ such that

card(J) := number of intervals in J ~ () I

U 1= [a, hJ
If.:' ./

the members of J are pairwise disjoint.

(2.15a)

(2.15b)

(2.15c)

WhenIEC[-I, IJ, [a,hJs;[~I, I], Q(f; (), [a,hJ) gives the order of
magnitude of the K-functional K(t: (), [a, h J). More precisely, we have

THEOREM 2.2 [3]. LetlE C[ ~ I, I J, [a, hJ s; [ ~ 1,1 J, and () > O. Then,

~Q(f; (), [a, hJ) ~ K(f;c), [a, h J) ~ 4Q(t: (), [a, hJ). (2.16)

In [18 J, we have verified that the constants are, indeed, independent of
[a, h].

We will state our results in terms of Q. In applications, however, we
would like an expression which is also increasing. Towards this end, we set

Q*U (), [a, h J) := sup{ QU t, [a, h J), 0 < t:S; ():. (2.17)

Since the K-functional is increasing, we see from (2.16) that. when
IEC[-I,IJ,

~Q*({; (), [a, hJ):S; K(f; (), [a, hJ):s;4Q*(f; 6, [a, hJ). (2.18)

The following proposition summarizes some of the obvious properties of Q

and Q*.

PROPOSITION 2.3. Lei J;gEB[~l, IJ, [a,hJs;[-I, I], dE[a,h],
0<6 1 <6 2 , (»O, »0. Then,

(a) Q*(f; (), [a, hJ) is increasing in (), h and decreasing in a.

(b)

(c)

Q*({;6 2 , [a,hJ)<.Q*U()I, [a,hJ)

15 2 '" ()I
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(c)

(f)

(d) Q*(j;Ai), [a,hJ)~(1+i.)Q*U, i), [a,hJ)

QU+ i"f;, i), [a, 17 J) ~ QU, (). La, hJ) + iQ(g, (). La. hJ I

QUe>, [a,hJ)~QU(), [a, dJ)+Q(j. (). [d.hJ)

~ 2QU (), [a. 17 J).

Next, we describe the order of magnitude of Q*U; e>, [a, 17 J) for a few
function classes. First, we note that the definition of Q is directly related to
the Chanturiya classes V( v) investigated in some detail in connection with
the convergence of Fourier series (ef. [1.2, and the references thereinJ).
Given a nondecreasing, concave sequence 1', the Chanturiya class
V( v, [a. 17 J) is, in fact, defined to be the class of functions f E B[a, 17 J for
which

(
v(n l)

QU, i), [a, 17 J)= () .~'~I. ' (2.19 )

(2.21 )

(2.20)

I ~p<x..

Obviously, iffE V(v, [a, hJ), and [c, dJ s; La, 17]. thenjE V(v, [c, dJ) also.

DEFINITION 2.4. Let A := :;,,} be an increasing sequence,
For/: [a.hJ->R, we set

{
" ().I'cU I.)}

V,U, [a,hJ):=sup L' .",I I.,

t)l [a,hJJ:=supLII (O.l'c(fhWf",

where the sup is over all the pairwise disjoint intervals [I k J% I whose
union is [a, 17]. The classes ABV[ a, hJ and VI'( [a, 17 J ) are then defined by

ABV([a,hJ):= :f: [a.hJ->R: I/,U [a,hJ)<£: (2.22)

VI'( [a. 17 J) := :f: [a, 17 J -> R: V)j; [a, 17 J ) < x :. (2.23)

We have the following estimates [2].

QUi), [a,hJ)~CII I ) V 1U; [a,hJ),

QU. (), [a, hJ) ~ 6\1' V"U [a, hJ).

n:=L() IJ (2.24)

(2.25 )

Finally. we make some observations which will simplify the statement of
our main theorem. Iff E B[ - I. I J, x E ( - I. I) andj(x' ) and I(x I exist,
then we set

{

.((f)'I(X- )

g,(t):= 0

fit) -f(x+)

if _. J ~ f < X < I:

if 1=.\:

if - 1< x < I ~ 1.

(2.26)
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If we then let

117

{

-I

if;,(t):= ~

then, for! # x, we have

if - 1 :s; ! < x < I;

if t =x;

if - I < x < ! :s; I,

(2.27 )

. I.. I( x + )- j'( x - )
/(t)=2(1(x+)+/(x-))+g,(I)+ 2· if;,(t). (2.28)

For convenience, we shall assume that / is regulated at x, i.e., (2.28) holds
even for t = x. Hence, if VI/ is an operator of type B, (2.2) implies that

I
VI/U x) -2 (f(x+) +I(x-))

, . I( x + )- I( x -) .
=[;"(g,,x)+ 2 u"(if;,,x). (2.29)

The asymptotic behavior of VI/( if;" x) as n -> x is perhaps a fairly difficult
problem. The solution is known only for a few particular operators (e.g.,
[5, 17]). Since our objective is to investigate the effect of the smoothness
ofl (as measured by the quantity Q defined in (2.14)) on the convergence
of V,lI: x), we concentrate on estimating VI/C~" x). Thus, it is enough for
us to estimate VI/( g, .Y) where g E B[ - I, I], g(x) = 0 and x is a point of
continuity of g.

3. MAIN RESULTS

Our main theorem is the following.

THEOREM 3.1. Let (JI/ he an operalor 01 type B, g E B[ - I, I],
X E ( - I, I) he a poii1l 01 continuity ot g and g(x) = O. Let f he the int~ger,

2:s; f:s; n- 3 such Ihal x E (Y/ t 1.'1' Y/.,,] S; [YI/ :'.1/' .1':'.1/]. Then,

/ :' I ( k
I(JI/(g, x)1 :S;FI.I/(x) I kQ g, I-I' [.1'/ 1'.l'/

k 1

+F:",(x)Q(g, I, [l'/,:" Y/ 1])

1/ I
+ FinlY) I

k ~/I :' k - I - I

I L11 Ilk J)

(
k-f-I

x Q g, I' [YL(I/ !Ilkn-
(3.1 )
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where Ij dellotes .\';." alld
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alld

(3.2a)

(J2bl

[n applications, when we have a good estimate for the quantities ~Il":'

we can use Proposition 2.3 to obtain a more elegant estimate. Theorem 3.1
thus prescribes a method to obtain estimates on the rate of convergence of
various processes for function classes intermediate to BV[ I, I ] and
B[ - 1, I]: so as to include (directly) both the Dini--Lipschitt type criterion
and the Bojanic type estimate. We illustrate this for the operators
.1'", LI/' fll/ introduced in (2.X), (2.9), (2.10), respectively.

THEOREM J2. Let g, , satisfy the cOllditiolls of Theorem 3.1. Suppose

that

Theil

!Pl/(t) H·(t) ,,/1 - t"[ ~ c, tE[-LIJ,II=O.I. ....

"I (.. I 1+ .r I, I)
11'(,) Is,,(g, ,)1 ~ c l(,) )=1 kQ*g, kill, L\' - c -k-' , +C-k-J . (3.4)

H'1/Cre as a jil/lctioll of\'. C I is houllded Oil evelT closed suhilltel'wl oj

(-1, I).

Here. and elsewhere in this context the various constants will depend
upon H' even though this is not clearly indicated.

For the Lagrange interpolation process, we state our conditions lt1 terms
of the Christoffel function

(3.5 )

and the numbers 0,,, defined by cos 0,,, := "II' We denote the Cotes
numbers ;'1/(',1/) by ;,,11'

THEOREM 3.3. Suppose thaI g,.\ ,\mis!.'!' the cOlldiliolls of Theorem 3.1.
We assume that each of the f()l!mring cOllditiolls holds.

If t E ( - I. I ) thell lIi'I/(t) ? W(t), II = 1.2. {J6al
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ll'here Wit) denotes a positive "constant" dependin[; on t, hut independent oj'
n.

k=I, ... ,I1, 11=1,2, .... (3.6c)

k = 1, ... , 11, n = 1,2, ... (3.6b)

Then

{
III (k I I + x I - Xl)

IL II ([;, x)1 ~ cdx) IplI(x)1 k~1 kQ* [;,~, LX - c -k-' x + c -k]

1 ( I l+x 1-Xl )}
+~Q* g,I'Lx-c-n-,x+c-n-J . (3.7 )

In particular, the conditions (3.6) are satisfied by all the generalized
Jacobi polynomials (to be defined below) when the parameters:J., P?c - 1/2.

DEFINITION 3.4. The weight function \I' is a generalized Jacobi weight if
it can be represented as

II'(X) := IjJ(X)( 1 - x)' (1 + ,\:j!i, 'l., [f> -1 (3.8 )

where tjJ(x) > 0, X E [ - I, 1]. tjJ is continuously differentiable on [ - I. 1]
and tjJ' satisfies a Lipschitz condition on [ - 1, I]:

ItjJ'(x)-tjJ'(t)1 =O(lx-tIL x, t E [ - I, I].

In [19], it has been proved that if w is a generalized Jacobi weight, and
f E C[ -1, 1], then the Hermite-Fejer interpolation process Hn(f) at the
zeros of PII(X) (cf. (2.10)) converges uniformly to f on closed subintervals
of ( - I. 1). Theorem 3.1 applied to H" in this case gives

THEOREM 3.5. Let \I' he a generalized Jacohi weight, [;, x as in
Theorem 3.1. Thel1

{
, ". 1 (k I I + x 1 -- x'l)

IHII(g, x)1 ~ c1(x) p;,(x) k~1 k Q* g,~, LX - c -k-' x + ch~J

1 ( l 1+ x 1 - Xj)}+-Q* g,l, X-C--,X+C-- .
11 11 n

(3.9)

We note that g is not necessarily a continuous function on [ - L 1]. Our
theorem, except for the last term on the right hand side of (3.9), extends
a theorem of Bojanic and Cheng [6] which is for the case when H' is a
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Chebyshev weight (i.e., t/J == 1,'1. = {J = - i in (3.8)). 1t is proved in [6 J that
even in this case, H II ( g, x) docs not converge to °if x is not a point of
continuity of g.

4. THE PROOF OF THE MAIN THEOREM

A major step in this proof is to obtain an estimate on U,,( g, x) in terms
of {osc(g, Lv/+ 1.,,, YiJ,])} where the points {Yi. lI } are defined in the condi
tion (P3) in Definition 2.1. Since n will be fixed throughout the prooL we
will omit it as a subscript in this section. For example, U( g, x) means
U,,(g, x), Y/ means Y/.", etc. Suppose that x E LVI+ I' YIJ ~ [y" 2' Yl]. We
set

{

g(Yd

h(t):= °
g(Yk I I)

if tE(Yktl'YkJ, k~/-2

if tE [VI~2' YI IJ
if tE[Yk+l,Yd, k?-I+2.

(4.1 )

Then h is a function of bounded variation. If we let

(i(I):= g(t) - h(l), tE[-I,I], (4.2)

then, we have, in view of the fact that g(x) = 0,

IC(t)I~Sosc(g,[VI,e'\1 IJ),
losc(g, [Yk + I' YkJ),

tElvlle'YI IJ
tE [Vk I I' VkJ. Ik II ?-2.

(4.3 )

We shall first obtain a preliminary estimate on both U(C, x) and U(h, x).

LEMMA 4.1. We have

(a)

(b)

1I.lk I

IU(h, x)1 ~ A(x) ('(x) { i
D 1 k O.lk II

osc(g, lYk I I' YkJ)

Ik -1-11

osc(g, [Yk I I' YkJ)

Ik-I-II

(4.4 )

+2osc(g,[VI1 2,VI1JI}.

ProojojLemma4.1. (a) We express

(4.5 )

(4.6)
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where.

/ .2 "Y~

s) := I I 1\(\, f) G(f) dp(t)
k =- 0 oJ Ylc ' \

S2 := I'll I/((x. t) G(t) d)l(r)
oJ I J ~

5 1 := i: r" Idx,l)G(t)df1(t).
k -c- I j 2. "' y~ . \

In view of (2.2), (2.3), and (4.3).

IS21 "S 3D 2 Bdx) osc(g, [Ylc2' Vj IJ).

121

(4.7a)

(4.7b)

(4.7c)

(4.8)

Next. we estimate S I' Let 0 ~ k "S 1- 2. Then using (2.2), (4.3), and (2.3),

< D2 BAx). osc(g, [Yk+ I' YkJ)
"" .n Yk t I ~ X

In view of (2.4a), (2.3), we get

] "Ill

Yk+l-X~C(X)J\ MU)dp(l)

DI
~--.U~ k - 1).

nC(xl

(4.9)

(4.10)

Substituting from (4.9) and (4.10) into (4.7a), we get

ISII ~D2 B
2
(x) C(x) 1I2

osc(g, [Yk-r I' yd J. (4.11)
D) k 0 t-k~1

Similarly,

(4.12 )

In view of (4.8), (4.11), (4.12), the estimate (4.4) is proved.
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(b) Using (4.1 ), we sec that

U(h,x)= I g(Vk+I) 1'( I\(X,t)dfl.(t)
k 1-+ 2 '" \'/.. I

I .2 " j',

+ I g(vd I h(X, tldfl.(t).,0 .
(4.13 )

We estimate the second sum first. In fact. this is the integration by parts
argument which is usually used to obtain estimates for functions of
bounded variation. Here, it takes the form of a summation by parts. Thus,
we set

, 1

/1,:= II"'" l\(x,t)dfl.(tl=1 I\(x,tldfl.(t). (4.14)
111 _ 0 .... .1'1/1Ii'"rlli I

Then, (2.5b) and (4.10) imply that

Thus,

I;~:) g(vd f':,,!C(X, tldfl.(t)1

= III
2

g(yd(A, - /1, 1)1
,-0

k = 0, .... / - 2. (4.15 )

I 2

~Ig(v/ 1)/1/ 21+ I Ig(vd-g(v" III 1,1,1· (4.16)
, 0

Since g(x)=O and XE [Vii I' ,\IIJ, we see from (4.15) and (4.16) that

I;~:I g(vd J" ,I\(X, t)dfl.(t)1

A(X)C(X){ IJ)+/'.2.0Sc(g, [Yk+I:YkJ)}
~ D

1
osc(g, [YI' 2' VI L.

,~O /-I-k

We estimate the first term in (4.13) in a similar way to get (4.5).

(4.17)
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COROLLAR y 4.2. We hare

IU(g, x)1 :( IU(C, x)1 + IU(h, x)1
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C(x) , osdg, [YA -r I' l'k])
:(~ (A(x) + D: B:(.,)) kO.I;- 'I" 2 Ik -1- 11

+ [3D:B ,(x)+2A(x) C(x)/DIJ OSc(g, [r't:, .1', IJ). (4.18)

This is the aperiodic version of a corresponding estimate due to Bojanic
and Waterman [IOJ for periodic functions. One may use this to study the
convergence of U(g, x) when g is in the class ABV introduced by Water
man (cf. [21 J). We will, however, proceed in a different direction. The
argument in the sequel is similar to the one in [21], but involves more
technical details. We write

To estimate 5i, we introduce

(4.19a)

(4.19b)

F(t):=
fit ~,~: fIl /

osc(g. [Yk+I.l'kJ). (4.20)

Then F is a decreasing function and, in view of (2.14),

F(/):((l-I-Ilt)D(g, 1 ,[YII'YIIIIIJ). (4.21)
,1-1-11/

A summation by parts yields that

* _ I,: F(k/IlJ - F((k + I )ill)
51 - L-

k 0 I-l-k

F(O) I: F(k/Il)

= /-1 + k~O (/-I-k)(/-k)

= F(O) + If F((!-l -k)/n)

1- 1 k I k(k + 1)

I + I F(O) I,: F((/ - I - k),'n)
";~--~+2 L-
'-' I I-I /,1 (k+I):

(4.22)
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Using (4.21), we see that
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F(O) (I \)
1--l~Q\g'I-I'[)/ ]-1].

Moreover, since F is decreasing, we get, using (4.21 ) again,

* ._/ 2F((!-I-k)/n)
SI.I·-kL

I
(k+l)"

1'(/I)/IF((/-I)/n-t)
~ -I 0 dtn • In t-

1/
2 (/-I( I))~- L F -- 1---:

I--l k 1 11 \ k.

(4.23)

(4.24)

Substituting from (4.24) and (4.23) into (4.22), we get

We estimate Sf in a similar manner to get

(4.25 )

Ilk , + / • I' )./ t 2J ). (4.26)

Since

(4.27)

Theorem 3.1 is proved in view of (4.25), (4.26), (4.27), (4.24), and (4.18).

5. APPLICAnONS

Let JIn denote the class of all polynomials of degree at most n, II' be a
weight function, and {Pn}, {x kn l be as in (2.7).

First, we prove that under the condition (3.3), .I n is of type B. It is well
known that [20J

,,1

InU x) = I f(t) K)x, f) 1I'(t) dt,
• 1

(5.1 )
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// I
K//(x, t):= L pd x ) pdt)

k ()
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I'll 1 PII(X) p// I(t)- PII(t) p// I(X)

"
1// x-t

(5.2)

We therefore, show that .1'// is of type B with h'// = K// and dp//(t) =, w(t) dt,

LEMMA 5.1. Suppose that (3.3) ho/cil'. Then .\// is of type B. For
x E ( -- 1, 1) and n large enough, WI' hare the j(lllOll'ing estimates.

A//(x)~c:lplI(x)I+lp// l(x)I}~c(It'(x)vl-\2} I

BI//(x) = B 2 //(x) = c[ w(x) V 1- x 2 j I

M)t)=:1t'(t)/I-t2j I

Yi// = cos(jn!(n + 1))

D I = n!2. D, = n

(5.3a)

(5.3b)

(5.3c)

(5.3d)

(5.3e)

(5.3f)

n+ 1 ,,----
I-I ?--v(l-x)!2,

n

n+l ,~-
n-I?--v(1 +x)/2

n
(5.3g)

.I'Ll 1_(i_'II/kJ~x+c(l-x)/k,

l'U// I)k ]+1+1 ?x-c(1 +x)/k,

l~k~/-2

1+2 ~k ~ n.
(5.3h)

Proof of Lemma 5.1. The estimate (5.3a) is proved in [5 J (cf. also
[17J). The rest of the estimates involve only elementary computations
using (3.3), (5.2), which we omit. I

In view of Lemma 5.1, Theorem 3.2 follows as a simple application of
Theorem 3.1 and Proposition 2.3.

Next, we show that the Lagrange interpolation operators L// are of type
B.

LEMMA 5.2. Let w satis!.)' the conditions (3.6). Then L// is of type Band
1\'e have the following estimates.

A//(x) ~ c Ip//(x)1

BI//(x)~cW(x) 12

(5.4a)

(5.4b)
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r O. n = I,
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Bcn(x) ~ (' Ip,,(\)1

M,,(I)=!

i = I ..... 11,

D,=I. D,=)

C(\) ~ e( 1\') 1 c

(SAc)

(SAd)

(5Ae)

(5Af)

(SAg)

1- 1?' I'll 1- x. II - I ?' ell V 1+ x (5Ah)

Ytf 1 II IlkJ~X+c(!-x)il\,

hln IlkJ+I+ 1 ?,x-e(1 +x)/k.

[~k~1 .2
(5Ai)

Proof at Lemma 5.2. It is well known [20] that

·1

L"U: x) = I fIx,,,) lk,,(x) = I !U) K,,(x. r) dp,,( I). (5.5)
, 1 < 1

where

l,,,(x):= Pn(X)1 ((x -\kn) P;,(Xkn):

- . _{1I1k,,(X) if I=Xk".
Kn(·\. I) - 0 otherwise

and for Borel subsets B of [ - I. 1].

k=I. .... 11

(5.6)

(5.7 )

p,,(B) := ~ (number ofxkn's in B).
II

(5.8 )

Property (PI) in Definition 2.1 is immediate. We prove property (P2).
An alternative expression for I,n is given by [14]

We note that, since H' is supported on [- I. 1], (cf. [14])

~<I'" .
/n

Using the Cauchy Schwartz inequality and (3.6). we see that

li,,(x) ~ ;,i"K,,(x, x"y ~ i"n[i.,,(x)] 1

~('W(x) I.

(5.10)

(5.11 )
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Thus,

IKJ', t)l:'( CI1W(.\) I

Also, using (5.10) and (3.6b), we see that

~ C
IKII (.\, t)l:'( Ip,J,)1

111,~tl
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(5.12a)

(5.12b)

Property (P2) with the estimates (5Ab), (5Ac), and (5Ad) follows from
(5.12). The estimates (5Ae) to (5Ai) and the properties (P3) and ( P4) now
follow by making a few simple calculations.

The verification of property (P5) in Definition 2.1 is perhaps the most
difficult. We first estimate

/11,:= I J,,,,"PII 1(.\"'11)
HI k

where

= I ;'11'" rdx"'lI) PII 1(X"'II)'
11/ 1

(5.13 )

if .\kn:'(t:'(1

otherwise.
(5.14)

Freud [15] has shown that there exist polynomials cP and ,p E n[II4 I

such that

tE[-LI] (5.15a)

,I

J 1 (CP(t) - ~(t))( 1- t 2
) 1 2 cit :'( C/I1. (5.15b)

Using the quadrature formula [14] and the orthogonality of PII I' we see
that

!II I

Using (5.15a), (3.6b), (3.6c), we now get

II

I/lkl:'(c I T(()"'II)(O", tl.lI-()"'II),
01-1

where

T(O) = CP(cos 0) - ¢J(cos 0)

(5.17a)

(5.17b)
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is a trigonometric polynomial of order not exceeding 11;14. Now, from the
formula

,i/ ./1

I T(l)dl=1'(a)(lI-a)+! (1!-I)1"(I)dl
'.'</ •. "

we get using (16c) and Bernstein's inequality,

i .'~ ,'T 1/

II T(I)dl- I 1'(1!1/11I)(I!"'t I 1I-1!/1I11)
i"() III I

(5.18)

~tl
III I'

I,,, I(Ii", I 1.11-- 1 ) 1"(1) dl

1 ."
~-I iT'(l)ldl

II oil

~ ef" 11'(111 dl.
01)

We then substitute from (5.19) into (5.17a) and use (5.15) to get

(5.19)

k = 1..... II. (5.20)

Now, let til be any integer such that XI//II < x. Then,

I'

\/-11) I

=1 t (11/--/1/- I Jl(x-x/-II ) II
k III

I

/1", ~ {' 1 I) I= -~-+ L II/- ---- -----\
X-X"," /- /11' I X-X/- II x-x/- IIIJ '

where II II _ I := O. In view of (5.20 l, (5.21 ) implies that

(5.21 )

(XI/I/ I < x). (5.22)

Using the expression (5.9) in (5.7), it is now easy to see that (2.5a) is
satisfied with A II given by (5Aa). The estimate (2.5b) can be verified in
exactly the same way.

In order to prove Theorem 3.5, we need to recall certain facts about the
Hermite--Fejer interpolation process (cf. [19 and the references therein]).
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We write )'~II for ),;,(XAII ) where )'11 is defined in (3.5), and \\'AII for II'(XAII ).

Then, it is known that

HII(g, x) = I g(X AII ) 1"AII(X) IL(x),
A I

where IAII is given in (5.9) and

(5.23a)

(5.23b)

Thus, if we let

f . _ {m'AII(X) I~,JY)
~11(·\,t)- 0

if x E [ - 1. I], t = X AII

otherwise
(5.24 )

and PII be the measure defined in (5.X), then

·1

H II ( g, x) = I gil) VII(x, t) dplI(l)·
, I

(5.25 )

In order to prove that H II is of type B, we need the following estimates
valid for the generalized Jacobi weights [19]. (Here, and in the sequel.
A~B means that cIA:(B:(C2A). Let XAII=:COSOAI"OIl141.II=n,OOIl=0.

Then,

(5.26 )

If I is the index of the zero X AII which is (one of the) closest to x. then

(5.27)

(5.28 )

(5.29 )

(5.30)

k = I, ..., 11, X E [-- L 1]. (5.31 )

In particular,

k = L ..., 11. (5.32)

We note also that if t E (x A + 1.11' X AI,]' and pER then

(5.33 )

The following lemma summarizes the estimates needed to prove that H II is
of type B.
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LEMMA 5.3. Let II' he a generalized }ocohi weight (ct: Definition 3.4).
Then H II is oj'tl'pe B, and II'(' hal'e the jil/lO\l'ing estimates.

A II(X) ,s; c(x) p~(r)

BIII(x),s;c(l-r')

B2 ,Jr),s;c(1 x 2) l'p~(X).

(5.34a)

(5.34b)

(5.34c)

Moreol'er, the estimates (5.4d) to (5.4i) are also ralid.

Prooj' of Lemma 5.3. We choose 1\'11= VII where 1/
11

is defined in (5.24)
and Jill to be the measure as in (5.8). Property (P I ) in the Definition 2.1
is obvious. If X/II is (one of the) closest zero to x, then, using (in sequence)
(5.32), (5.9), (5.10), (5.29), (5.28), (5.27), and (5.33) we see that

I
' I' I c L:' II I· -]' p~(x)L'kll(X) kll(X) ,s;--_-2 -.-,-1-kIlPII I(XkIlJ, _

1-.\ /11 I II _ (_\ X/II )2

,s; c( 1- x7,,) I n 2l1 /lI ( 1 - X7,,)3 2 p~(r )(X -r/
II

)

,s; cn 2l1 ·/
II

( 1-r7,,) I 2 \1' I(X)( 1- x 2 ) \ 2n 2

,s; c( 1 -- .r2) I (5.35 )

If Xkll is not the closest zero to x, then an easy computation using (5.26)
yields that

n \// I - .rL ~ c.

Also, in view of (5.28), (5.29), and (5.30),

I' kll IplI dxknll ~ n I: 11':11'( 1-xill)14 J

1}~II}kllll ,s; c( 1-ri) I

Using (5.9), (5.10), (5.37), (5.36a), we get

, p~(r) , l'
Ikll(x),s; C , , lI'kll ( 1 - X kll )--

Ir(x - Xkll)-

,s;c(1-.\2) 12p~(x)[nlx-xkIlIJ I

Similarly, using (5.38), (5.36b),

(5.36a)

(5.36b)

(5.37)

(5.38 )

(5.39)

,s; cp~(x)[n Ix -\klll ] I Il'kll(l - xi,,)

,s; cp~(x)[n 1\ -\klll ] I (5.40)
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In view of (5.23bl, (5.39), and (5.40),

Irkll(X) IZII(x)1 :::;; c( I - y~) 1.2 p~(x)[n Ix - xklll ] I (5.41 )

if x kll is not the closest zero to x. Property (P2) in Definition 2.1 and the
estimates (5.34b), (5.34c) follow from (5.35), (5.41). Properties (P3) and
(P4) are also now evident as in the proof of Lemma 5.2. To prove the
property (P5), let xfO[x!'I./"X!II] and -l:::;;x, III1 :::;;I<xl/I I.II:::;;X!+2.1I·

Then, using (5.32), (5.37), (5.29), (5.9), (5.10), we get

1.1' I V,,(x, U)dll,,(U)\

II

:::;; L Irdx) IL(x)1
k = 1/1

'\" 0 I p~(x)
:::;; C L (1 - x kll ) . • 2 11

k~1/I ('\-'\kll)

p~(X) ~ Xkll:::;;c-- L ).
11 k-/II (X-Xkll)~

It is elementary to check that if Xk f 1.11:::;; U:::;; Xk 1.11' then

(5.42 )

I
x- U I 0 I)-.-.- :::;;c(1-r)~.

.\ - '\kll

Moreover, the Markov-Stieltjes inequalities [14] yield

;'kll:::;; f" i," II'(U) duo
o. .\), 1.11

In view of (5.43) and (5.44),

(5.43 )

(5.44 )

:::;; c( 1 - x 2
)

:::;; c( 1- x 2
)

1 (''-"II! I,/! It'(U)
I )du

.' I (x-I/)~

:( c( x) + c I (x) f f l' 2 dt'
.... \ \'11I 1.11

:(c(X)/(X-XI/I 1.11)

:( c(x )/(x - XII/II)

:(c(X)/(X-I). (5.45 )
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Substituting from (5.45) into (5.42), we get (2.5a) with AtI( x) as in (5.34a).
The estimate (2.5h) is proved similarly. I

Theorem 3.5 follows from Theorem 3.1 and Lemma 5.3 after a few simple
computations involving Proposition 2.3.
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